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ABSTRACT: There is no simple explanation for the spatial structure of near-surface relative humidity over land. We pre-
sent a diagnostic theory for zonally and temporally averaged near-surface relative humidity (RH) over land based on en-
ergy budgets of an atmospheric column in radiative–convective equilibrium. The theory analytically relates RH to the
surface evaporative fraction (EF), has no calibrated parameters, and is quantitatively accurate when compared with RH
from a reanalysis, and with cloud-permitting simulations over an idealized land surface. The theory is used to answer two
basic questions. First, why is RH never especially low (e.g., 1%)? The theory shows that established lower bounds on EF
over land and ocean are equivalent to lower bounds on RH that preclude particularly low values, at least for conditions
typical of the modern Earth. Second, why is the latitudinal profile of RH over land shaped like the letter W, when both spe-
cific humidity and saturation specific humidity essentially decline monotonically from the equator to the poles? The theory
predicts that the latitudinal profile of RH should look more like that of water stored in the soil (which also exhibits a
W-shaped profile) than in the air (which does not).
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1. Introduction

What determines relative humidity (RH) over land in the
lowest few meters of the atmosphere? Many studies have con-
sidered RH in the free troposphere (Sherwood 1996; Pierre-
humbert and Roca 1998; Held and Soden 2000; Dessler and
Sherwood 2000; Sherwood and Meyer 2006; Sherwood et al.
2006; Pierrehumbert et al. 2008; O’Gorman and Schneider 2008;
Sherwood et al. 2010a,b; O’Gorman et al. 2011; Romps 2014;
Singh et al. 2019), or near an ocean surface (Held and Soden
2000; Schneider et al. 2010), and some have considered how it
might change near a land surface in a warming world (Byrne
and O’Gorman 2016, 2018). Yet, to our knowledge, there is no
simple explanation for the structure of near-surface RH over
land observed in the current climate. This is a significant knowl-
edge gap: most humans and land plants spend most of their exis-
tence in the near-surface atmosphere, meaning near-surface RH
directly impacts their health (e.g., Buzan and Huber 2020) and
productivity (e.g., Berry et al. 2010).

This work begins the task of closing that knowledge gap
by focusing on large-scale features of near-surface RH, rel-
evant to the zonal and temporal average. Figure 1 shows
near-surface RH over land in the ERA5 reanalysis (Hers-
bach et al. 2020). Hereafter, we will simply refer to “RH”

instead of “zonally and temporally averaged near-surface
RH.” Several questions arise, which are addressed in this
study:

• Why is RH never especially low (e.g., 1%)? Over land, RH is
typically never much lower than 35% (Figs. 1a,c). As noted
in Romps (2014), this should be explainable in terms of basic
physics given its ubiquity. However, the explanation given in
Romps (2014), which is based on a simple model of a thermal
plume rising through the free troposphere, is inapplicable
near a land surface (more on this below). Similarly, RH over
an ocean surface is typically always greater than ;70% (not
shown), but is there any reason why it could not be much
lower than this? What conditions, if any, would permit espe-
cially low values of RH?

• The latitudinal profile of RH shows a nonmonotonic pattern
that resembles the letter W, with minima in the subtropics
(Fig. 1c). What explains this pattern? At first glance, it may be
tempting to attribute this to the fact that the tropics are generi-
cally “wet” and the subtropics are generically “dry.” But that
explanation does not survive closer inspection. The same pat-
tern is not present in the two atmospheric quantities most di-
rectly related to RH: specific humidity and saturation specific
humidity. Both quantities essentially decrease monotonically
from equator to pole (Fig. 1b). The W-shaped pattern cannot
be explained, even qualitatively, solely in terms of variability in
specific humidity (Fig. 1c, dashed blue line) or saturation spe-
cific humidity (Fig. 1c, solid blue line). The W-shaped pattern
is, however, present in soil moisture (Fig. 10c). Why does the
latitudinal profile of RH look more like that of water stored in
the soil, than water stored in the near-surface atmosphere?

Previous theories that work well in the free troposphere are
not easily transferable to near a land surface. Advection–
condensation models are often used to understand relative hu-
midity in the free troposphere (e.g., Dessler and Sherwood
2000; Pierrehumbert et al. 2008). In these models, an air parcel
is advected by a given wind field. Water vapor in the air parcel
is treated as a passive tracer that is only lost when condensation
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occurs; thus, the temperature at the time when the air parcel
was last saturated dictates its water vapor content. Given the
temperature at the point of last condensation (inferred from
given wind and temperature fields) and the temperature at the
desired target point, these models explain much of the observed
variability in relative humidity in the free troposphere. How-
ever, near a land surface, this model breaks down, because the
air parcel is subject to additional inputs of heat and moisture
(surface sensible heating and surface evapotranspiration, re-
spectively). As we will show, surface fluxes are strongly linked to
RH, to the extent that an air parcel’s back trajectory and satura-
tion history are not essential to explaining variability in near-
surface relative humidity. Thus, the advection-condensationmodel
is an inappropriate tool for understanding near-surface relative hu-
midity (Sherwood et al. 2010b). Another common model for rela-
tive humidity in the free troposphere is the bulk plume model
(e.g., Romps 2014; Singh et al. 2019), which assumes that the atmo-
sphere is composed of entraining plumes. This assumption does
not hold near the surface either. Therefore, we need a different ap-
proach to understand near-surface relative humidity.

In this study, we derive an analytic relation between RH
and surface fluxes over land, based on an idealized energy bal-
ance of the atmospheric column above and below the lifting
condensation level (LCL). Similar approaches have been used
over ocean to relate radiative cooling above the LCL to
precipitation (Sarachik 1978, 1985; Betts and Ridgway 1989;
Allen and Ingram 2002; Takahashi 2009; O’Gorman et al. 2012;
Jeevanjee and Romps 2018) but, to our knowledge, have not
been explored over land. The most relevant previous studies over
land use conceptual models of the diurnally averaged atmo-
spheric boundary layer (Betts 1994; Brubaker and Entekhabi
1995; Entekhabi and Brubaker 1995; Brubaker and Entekhabi
1996; Kim and Entekhabi 1998; Betts 2000). Our approach differs
from these studies in several important respects. First, rather than
making qualitative comparisons based on numerical simulations,
we derive an analytic relation between RH and the evaporative
fraction (EF), the fraction of surface energy used in evapotranspi-
ration. The analytic relation has no calibrated parameters and is
based on simple physics. Second, we evaluate the analytic relation
using cloud-permitting simulations, which were not available

FIG. 1. (a) Global map of temporal median relative humidity in the ERA5 reanalysis over the period 1979–2021.
Ocean is masked out (white regions). Zonal and temporal median (b) reanalysis specific humidity (qa) and saturation
specific humidity [q*(Ta)] over land and (c) reanalysis RH over land and predicted RH over land from the theory pro-
posed in this study [Eq. (6)]. For comparison with the theory, two alternative benchmarks are also shown in (c): the
ratio of the global and temporal land median specific humidity (qa ) to q*(Ta) (blue solid line) and the ratio of qa to

the global and temporal land median saturation specific humidity [q*(Ta); dashed blue line]. Neither alternative repro-
duces the W-shaped pattern, even qualitatively.

J OURNAL OF CL IMATE VOLUME 371214

Unauthenticated | Downloaded 01/23/24 05:30 PM UTC



when the most relevant previous studies were conducted. Third,
our conceptual model is simpler than those in previous studies. In
particular, we make a purely energetic argument, whereas previ-
ous studies use more complicated models that include moisture
budgets. We also simplify the problem by treating the atmo-
spheric column as in radiative–convective equilibrium (RCE).
Miyawaki et al. (2022) showed that an approximate form of RCE
is a surprisingly reasonable model of the atmosphere over real-
world land surfaces outside high latitudes, at least in the time and
zonal means.

This article is structured as follows. In section 2, we derive the
theory and discuss its assumptions and limitations. In section 3,
the theory is tested using a suite of cloud-permitting simulations
over idealized land surfaces. The theory is then used to answer
the two sets of questions posed earlier (sections 4 and 5, respec-
tively). The manuscript concludes with a summary and a brief dis-
cussion of potential future applications of the theory (section 6).

2. Theory

We first introduce a simple model to describe the basic
physical mechanisms that comprise the theory. The intent of
this model is to identify the most essential mechanisms gov-
erning RH over land. It is not intended as a replacement for
GCMs or other more complex simulations.

The model is summarized in Fig. 2. At equilibrium, the sur-
face sensible heat flux is balanced by diabatic cooling below
the lifting condensation level (LCL), with heat convergence as-
sumed negligible. Specifically, the enthalpy budget below the
LCL is

H 5
cp(ps 2 pLCL)

g
[QR(pLCL) 1 QP(pLCL)], (1)

where H is the surface sensible heat flux (W m22), cp is the
specific heat capacity of air at constant pressure (J kg21 K21),
g is gravitational acceleration (m s22), ps and pLCL are the
pressures at the surface and LCL, respectively (Pa), and
QR(pLCL) and Qp(pLCL) are the cooling rates (K s21) aver-
aged between the surface and LCL due to radiative cooling
and precipitation re-evaporation, respectively. A derivation is
provided in appendix A. Figure 3 shows schematically how
the diabatic cooling rate Q (K s21) for a volume of air with
thickness Dp (Pa) relates to its diabatic cooling flux density
(W m22): for a given Q, the diabatic cooling flux density is
larger when the volume of air is thicker (greater Dp). Thus,
Eq. (1) says that a larger surface sensible heat flux must be
balanced by either a deeper LCL or a greater diabatic cooling
rate below the LCL, or both. Equation (1) is similar to Eq. (6)
of Betts (2000), except we neglect the turbulent flux at the
LCL. That assumption is justified because, as shown in Drie-
donks (1982), a large majority of the energy that is turbulently
entrained into the boundary layer from the free troposphere
is used to grow the boundary layer, rather than warm it.
Broadly similar conceptual models are also used in Betts and
Ridgway (1989) and Takahashi (2009) over ocean, and it is
complementary to the common energetic argument that radi-
ative cooling balances diabatic heating from condensation

above the LCL (Betts and Ridgway 1989; Allen and Ingram
2002; Takahashi 2009; O’Gorman et al. 2012; Jeevanjee and
Romps 2018; note that these studies neglect the precipitation
re-evaporation term).

Next, the atmosphere is assumed to be in a state of radiative–
convective equilibrium (RCE), in which the surface flux of
moist static energy (equivalent to the sum of the surface latent
heat flux and sensible heat flux) exactly balances the net radia-
tive cooling of the atmospheric column, with negligible net ad-
vection of moist static energy (Neelin and Held 1987; Beucler
and Cronin 2016):

lE 1 H 5
cpps
g

QR(0), (2)

where l is the latent heat of vaporization of water (J kg21),
lE is the surface latent heat flux due to evaporation (W m22),
and QR(0) is the radiative cooling rate (K s21) averaged be-
tween the surface and the top of the atmosphere (p 5 0).
Note that, unlike Eq. (1), diabatic heating/cooling from con-
densation/precipitation re-evaporation is not present in the
moist static energy budget due to terms cancelling in its deri-
vation [see Eqs. (2.2)–(2.4) of Neelin and Held (1987)].
Clearly, RCE is an idealized state that is only strictly true in
the global mean, and is often used as a reasonable simplification
of the tropics. However, Miyawaki et al. (2022) found that its
utility as a simple approximation of the zonally and temporally
averaged climate extends well beyond the tropics: they also
find an approximate RCE state extends as far as 408N. The
major cause is the presence of land: aquaplanet simulations
with a small heat capacity surface (an idealization of a land
surface) produced midlatitudes that were in approximate RCE
during summer, whereas simulations with a large heat capacity
did not. We will examine the sensitivity of the theory’s predic-
tions to the RCE assumption in the next section.

The evaporative fraction (EF) is the ratio of the surface
latent heat flux to the available energy at the surface (the

FIG. 2. Schematic of the simple model from which the theory is
derived. The sum of surface sensible and latent heat fluxes (H and
lE, respectively) is balanced by the radiative cooling of the col-
umn. The sensible heat flux is balanced by diabatic cooling (both
radiative cooling and re-evaporation of falling hydrometeors) be-
low the lifting condensation level (LCL; corresponding to a pres-
sure level of pLCL). The theory’s main predictions are Eqs. (5) and
(6). The atmospheric pressure p is ps at the surface, and zero at the
top of the atmosphere.
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sum of the surface latent and sensible heat fluxes). Combin-
ing Eqs. (1) and (2) yields

EF 5 1 2
QR(pLCL) 1 QP(pLCL)

QR(0)︸������������︷︷������������︸
;b

1 2
pLCL
ps

( )
: (3)

Since b is a function of precipitation re-evaporation, which is
subject to considerable uncertainty, we do not attempt to pro-
vide a simple physical model of b. Instead, we will use cloud-
permitting simulations to show that b can be approximated as
a constant under a wide range of conditions, at least to first
order (section 3). This implies that EF and pLCL/ps are line-
arly related. Betts (1994) recognized fundamental links be-
tween RH, EF, and pLCL, and Betts (2000) noted that EF and
pLCL are linearly related based on numerical simulations, but
neither study provided an analytic expression for the relation.
Note that b is a function of observable atmospheric quantities
and is not a calibrated parameter.

Finally, an exact expression for the height of the LCL}first
derived in Yin et al. (2015) and also presented in Romps

(2017)}can be combined with this equation to directly relate
EF and RH. The derivation provided in appendix B yields the
relation

EF 5 1 1 ab log(RH), (4)

where a is defined in Eq. (B3). Equivalently,

RH 5 exp[2(ab)21(1 2 EF)]: (5)

Note that a is not a calibrated parameter, but a function of
thermodynamic constants with weak dependence on tempera-
ture [specifically, the reference temperature T0, defined in
Table 1; see Eq. (B3)]. It is essentially constant under typical
conditions on Earth, varying between 0.21 at T0 5 270 K and
0.26 at T0 5 310 K. Using zonal mean near-surface air tem-
peratures from the ERA5 reanalysis over both land and
ocean, its range of variability is even smaller (Fig. 4b). Thus,
a ’ 1/4 is a reasonable approximation. In the next section, we
will use cloud-permitting simulations to show that b ’ 4
across a wide range of conditions. While b cannot be directly
estimated from the ERA5 reanalysis, its implied value can be

FIG. 3. Relation between the diabatic cooling rateQ (K s21) for a volume of air with thickness Dp (Pa) and its diabatic
cooling flux density (Wm22).

TABLE 1. Constants used in the derivation of Eq. (13), following the notation and values given in Romps (2017).

Variable Definition Value

E0y Difference in specific internal energy between water vapor and liquid at the triple point (J kg21) 2.3740 3 106

cyy Specific heat capacity of water vapor at constant volume (J kg21 K21) 1418
cy l Specific heat capacity of liquid water (J kg21 K21) 4119
cya Specific heat capacity of dry air at constant volume (J kg21 K21) 719
Ra Specific gas constant of dry air (J kg21 K21) 287.04
Ry Specific gas constant of water vapor (J kg21 K21) 461
cpa 5 cya 1 Ra Specific heat capacity of dry air at constant pressure (J kg21 K21) }

cpy 5 cyy 1 Ry Specific heat capacity of water vapor at constant pressure (J kg21 K21) }

Ttrip Triple-point temperature (K) 273.16
T0 Reference temperature (K) 290
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estimated by combining Eq. (5) with reanalysis estimates of
RH, EF, and a [qualitatively similar estimates are obtained
using Eq. (B2) instead]. Zonal mean estimates of implied
b over land in the ERA5 reanalysis agree reasonably with the
b ’ 4 estimate obtained from cloud-permitting simulations
(Fig. 4c). Combining the two approximations implies that
ab ’ 1, which is broadly supported by the reanalysis estimates
over land (Fig. 4a). Thus, Eq. (5) can be further simplified to

RH ’ exp[2(1 2 EF)]: (6)

Equations (5) and (6) are the main predictions of the theory,
with Eq. (6) being the simplest version of the theory. The pre-
dicted relation between RH and EF is shown in Fig. 5, along
with its sensitivity to a and b. For the case in which b 5 4,
the exact relation [Eq. (B2)] is approximated reasonably by
Eqs. (5) and (6), particularly for RH . 0.5 (Fig. 5a). The rela-
tion is relatively insensitive to the choice of a (Fig. 5c). It is
more sensitive to b (Fig. 5b), and most sensitive when EF is
low. As we will show, b varies within a fairly narrow range in
cloud-permitting simulations, presented in the next section,
with the values of b chosen in Fig. 5 reasonably representing
that range.

Equation (6) reproduces RH in the ERA5 reanalysis quite
well, outside high latitudes (Fig. 1c). Neither a nor b is tuned
to the reanalysis. Rather, the characteristic values used in the
theory are chosen to maximize the theory’s simplicity, within
the tight constraints imposed by Eq. (B3) (for a) and the
cloud-permitting simulations presented in the next section
(for b). Still, it is important to consider the degree to which
the fit may be simply a fortuitous result of compensating er-
rors. Figure 6a shows the sensitivity of the profile to approxi-
mations made in deriving Eq. (6) from Eq. (B2). The simplest

version of the theory [Eq. (6)] slightly overestimates RH rela-
tive to Eq. (5) and the exact relation [Eq. (B2)] in the dry sub-
tropics. This results in the simplest version of the theory
fitting the reanalysis slightly better than it should in the
Northern Hemisphere (;208N), and slightly worse than it
should in the Southern Hemisphere (;208S). Figure 6b shows
that the fit is more sensitive to the choice of b. However, even
choosing a value at the bottom of the range observed in simu-
lations (b’ 3) still results in a W-shaped RH profile, with val-
ues consistently well above 1%, meaning the theory still
reproduces the main features we seek to explain. Finally,
Fig. 6c shows that the fit is very insensitive to varying T0 (and,
thus, a). Overall, the fit is not particularly sensitive to reason-
able deviations from the approximations made in deriving
Eq. (6).

As noted earlier, the values of b estimated directly from
the cloud-permitting simulations (Fig. 7d) are qualitatively
similar to those estimated indirectly from the reanalysis
(Fig. 4c). There is some spatial structure to deviations of b
from the value of b 5 4 used in the theory. Some of that struc-
ture is explained by deviations from RCE: for example, as
discussed later in the manuscript, at high latitudes Eq. (8)
predicts that b should grow rapidly, as observed, since R1 ap-
proaches one. Other aspects of the structure are not explained
by deviations from RCE: in particular, Eq. (8) predicts that, if
anything, b should be lower in the tropics than in the subtrop-
ics [since R1 is most negative in the tropics in Fig. 4 of
Miyawaki et al. (2022)]. Outside high latitudes, the implied
values of b deviate most from b 5 4 near the equator. It is un-
clear how meaningful these deviations are, given the limita-
tions in precipitation re-evaporation and radiative cooling in
the reanalysis noted above. Also, the theory’s RH predictions

FIG. 4. Estimates of zonally averaged a and implied b obtained from the ERA5 reanalysis over land and ocean. In estimating a, the re-
analysis near-surface air temperature is used as the reference temperature T0 [Eq. (B3)]. Dashed lines show averages between 408N and
408S. Outside this region, the theory is not expected to hold.
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are least sensitive to b in regions with high EF (Fig. 5b), such
as those near the equator.

How does the theory perform in extreme limiting cases?
Over a perfectly dry land surface in RCE, there is no water va-
por, no precipitation, and both EF and RH must be exactly
zero. The LCL extends to the top of the column [QR(pLCL) 5
QR(0)], there is no precipitation re-evaporation [QP(pLCL)5 0],
and thus b 5 1. The exact theory correctly diagnoses
RH as exactly zero in this case [Eq. (B2)], but not the sim-
pler approximations [Eqs. (5) and (6)]. Over a saturated
land surface, both EF and RH approach 1 as air tempera-
tures rise (Raupach 2001). All versions of the theory

correctly diagnose RH in this limiting case, for any finite
and positive b.

a. Interpretation

The theory links RH and EF but does not make claims
about the causal relation between RH and EF. Does variabil-
ity in RH cause variability in EF, or vice versa? Or does an
entirely separate mechanism cause coincident variability in
both RH and EF? All three options are likely true, to some
extent, but variability in EF is certainly sufficient to cause vari-
ability in RH on its own. There is substantial modeling

FIG. 5. The theory’s predicted relation between RH and EF. Unless otherwise marked, default values used are
b 5 4 and T0 5 290 K. (a) Comparison between the exact relation [Eq. (B2)], and two approximations [Eq. (5), with
a estimated using Eq. (B3), and Eq. (6)]. (b) Sensitivity of the relation to varying b, for both the exact relation
[Eq. (B2), solid lines] and the approximation in Eq. (5) (dashed lines). (c) As in (b), but for sensitivity to varying a

[which is a function of T0; Eq. (B3)]. (d) Sensitivity of the minimum RH (corresponding to EF5 0) to b and T0, using
the exact relation [Eq. (B2)].
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evidence that variability in soil moisture}which is the first-
order control on EF in the current climate (Koster et al. 2009;
Seneviratne et al. 2010; Koster and Mahanama 2012)}is ca-
pable of causing variability in RH. In even the earliest climate
models, mechanism-denial experiments showed that persis-
tent anomalies in soil moisture cause persistent anomalies in
RH (Delworth and Manabe 1989). Reductions in global mean
soil moisture cause reductions in global mean RH in modern
models of Earth (Krakauer et al. 2010; Laguë et al. 2023) and
idealized land planets (Becker and Stevens 2014; they mod-
ify surface resistance, rather than soil moisture, but it is
functionally similar). Simulations of idealized land planets
with prescribed soil water concentrated at the poles result in
consistently low RH throughout the tropics and subtropics
(Kodama et al. 2018). And, in climate change simulations,
the combined effects of declining soil moisture and increas-
ing plant water-use efficiency largely cause reductions in
RH (Berg et al. 2016; Zhou et al. 2023). In section 3, we will
show that cloud-permitting simulations with fixed soil mois-
ture in RCE reproduce the theory very well, implying that

soil moisture variability causes variability in RH in the
simulations.

While there is abundant evidence that variability in soil mois-
ture and EF is sufficient to cause variability in RH, we do not
claim that it is necessary. Other atmospheric mechanisms may
exist that are unrelated to the mechanism proposed here. It is
well known that atmospheric mechanisms are sufficient to pro-
duce a W-shaped profile in free tropospheric relative humidity
in aquaplanet simulations (Frierson et al. 2006; O’Gorman and
Schneider 2008; O’Gorman et al. 2011). On the other hand,
while the W-shaped profile in relative humidity is prominent
in the free troposphere, it is barely visible in the near-surface at-
mosphere in the same aquaplanet simulations [see, e.g., Fig. 6 of
Frierson et al. (2006), Fig. 1 of O’Gorman and Schneider
(2008), or Fig. 9 of O’Gorman et al. (2011)].

b. Limitations

The theory’s most significant limitation is its neglect of ad-
vection and convergence from outside the atmospheric col-
umn. Obviously, advection exists and is almost never strictly

FIG. 6. Sensitivity of the land zonally averaged RH profile to approximations made in the theory. The solid red and black lines are iden-
tical to those in Fig. 1d. Unless otherwise marked, the exact relation [Eq. (B2)] is used with b 5 4 and T0 5 290 K. (a) Comparison be-
tween the exact relation [Eq. (B2)] and two approximations [Eq. (5) with a estimated using Eq. (B3), and Eq. (6)]. (b) Sensitivity of the
relation to varying b. (c) As in (b), but for sensitivity to varying a (which is a function of T0). “Actual T” refers to setting T0 equal to the
zonally varying near-surface air temperature obtained from the reanalysis.

M C CO L L AND TANG 121915 FEBRUARY 2024

Unauthenticated | Downloaded 01/23/24 05:30 PM UTC



zero. The relevant questions are these: Is advection compara-
ble to or larger than the other terms in Eqs. (1) and (2)? And
how sensitive is the theory to the assumption of zero advec-
tion? Over zonally averaged land surfaces outside high lati-
tudes, we argue that advection is typically small relative to
other terms in the budgets above, and the theory’s main con-
clusions are qualitatively insensitive to its neglect.

We illustrate this point by relaxing the assumption of RCE
in Eq. (2). The equation is rewritten to include the neglected
storage term and meridional divergence terms in the column-
averaged moist static energy budget. Using the same notation
as Miyawaki et al. (2022), it is

lE 1 H 5 (1 2 R1)
cpps
g

QR(0), (7)

where R1 is the ratio of the sum of the storage and meridional
divergence terms to the radiative cooling term. Continuing

with the derivation as above, the only effect of relaxing the
RCE assumption is to alter the definition of b to be

b′ 5
QR(pLCL) 1 QP(pLCL)

(1 2 R1)QR(0)
5

b

1 2 R1
, (8)

where b′ is distinguished from b, defined earlier. As shown in
Fig. 2 of Miyawaki et al. (2022), R1 varies between 20.4 and
0.1 from the equator to latitudes of 6408, based on their anal-
ysis of the ERA5 reanalysis. Therefore, in this region, devia-
tions from the RCE assumption would result in b being
multiplied by a factor somewhere between 0.7 and 1.1. This is
arguably comparable to the uncertainty in b caused by uncer-
tainties in parameterizations of precipitation re-evaporation
or near-surface radiative fluxes. In any case, it does not
change the sign of b or its order of magnitude. Thus, the main
results of the theory are relatively insensitive to the RCE as-
sumption, at least between the equator and latitudes of 6408.

FIG. 7. Evaluating the theory using cloud permitting simulations over an idealized land surface. (a) Comparison between simulated EF
and predicted EF [Eq. (3)]. Each dot is a separate simulation. Black crosses show results in which b was estimated individually for each
simulation. Red dots show results in which the average value of b across all simulations was used in testing the predicted EF for each simu-
lation. (b) Comparison between simulated EF and predicted EF [Eq. (4) with ab 5 1]. (c) Comparison between simulated RH and pre-
dicted RH [Eq. (6)]. (d) Variability of b between simulations, with different values of EF. The black line is the average value across simu-
lations. (e) Variability of the radiative cooling rate below the LCL [QR(pLCL); black dots], precipitation re-evaporation cooling rate below
the LCL [Qp(pLCL); red dots], and radiative cooling rate of the entire atmospheric column [QR(0); blue dots] between simulations, with
different values of EF. (f) As in (e), but showing cooling flux densities, rather than cooling rates.
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We do not claim that the theory holds at higher latitudes: in
fact, the theory should not work in these regions, because the
assumption of RCE is badly violated. Indeed, since R1 ap-
proaches 1 at higher latitudes, Eq. (8) predicts that the value
of b′ implied by the reanalysis should grow rapidly. This is ex-
actly what is seen in Fig. 4c.

Another possible criticism of this theory is that it is not fun-
damental. Like other theories of RH in the free troposphere
(e.g., Sherwood 1996; Romps 2014; Singh et al. 2019), our the-
ory is diagnostic: specifically, it relates RH and EF. Of course,
EF is itself controlled by other variables, particularly precipi-
tation. Could the theory be simpler, perhaps by relating EF to
precipitation or some other quantity? We will explore this fur-
ther in section 5. It is certainly true that much of the observed
zonal-mean spatial variability in EF in the current climate can
be explained by variability in precipitation. However, there is
important variability in EF that is not explained by variability
in precipitation, particularly in a warming world. Earth system
models show that RH declines over land, on average, as CO2

concentrations increase even when the radiative effects of CO2

are eliminated entirely (Cao et al. 2010; Andrews et al. 2011;
Swann et al. 2016; Berg et al. 2016). This is due to the plant
physiological response, in which plants transpire less, all else
being equal, when CO2 concentrations are greater, and is en-
tirely separate from changes in precipitation caused by green-
house warming. For these reasons, any theory of future
changes in RH must be tightly linked to surface evaporation.
Even theories linking changes in RH over land to changes in
ocean variables (Byrne and O’Gorman 2016, 2018) ultimately
still acknowledge the central importance of evapotranspira-
tion. More broadly, any truly definitive theory should be able
to explain variability in RH caused by human modifications to
the landscape, such as those due to large-scale irrigation or
land-use change.

3. Evaluating the theory with cloud-permitting
simulations

To evaluate the theory, we conducted cloud-permitting sim-
ulations over an idealized land surface in RCE. Specifically,
we conducted simulations using the System for Atmospheric
Modeling (SAM; Khairoutdinov and Randall 2003) version
6.11.1, using the Community Atmosphere Model version 3
(CAM3) radiative transfer scheme, a single-moment micro-
physics scheme, and a 1.5-order turbulent kinetic energy
(TKE) subgrid-scale turbulence closure scheme. The Simpli-
fied Land Model (SLM; Lee and Khairoutdinov 2015) was
used with a homogeneous grassland surface to simulate the
lower boundary. In simulations over ocean, it is common to
use prescribed sea surface temperatures as the lower bound-
ary condition. Over land, this boundary condition is inappro-
priate: land has a much lower heat capacity, meaning surface
temperature responds rapidly to changes in radiative forcing
and water limitation, and is thus an interactive state variable
rather than a fixed boundary condition. Instead of fixing sur-
face temperature, we fix daily mean surface soil moisture,
which varies on longer time scales than surface temperature,
and is thus the more appropriate boundary condition. This is

analogous to a situation in which surface moisture is largely con-
trolled by factors other than rainfall, such as irrigation using wa-
ter pumped from groundwater aquifers. Instead of fixing soil
moisture, we could have fixed neither soil moisture nor temper-
ature and instead simply used the surface energy budget as the
lower boundary condition. We did not do this because the re-
sulting simulations span a relatively narrow range of soil mois-
ture values (not shown). We also aim to show that variability
in soil moisture and EF is sufficient to cause variability in RH,
and fixing soil moisture allows us to identify the direction of
causality.

Twelve simulations were conducted, using three different
values for solar forcing (equivalent to solar forcing at latitudes
of 88, 128, and 168N) and four different values of soil satura-
tion [0.2, 0.4, 0.6, and 1.0 (dimensionless)]. Rather than ex-
actly fixing soil moisture to the assigned value, the soil
moisture states were relaxed to the assigned value on a relaxa-
tion time scale of 24 h. We simulated a square domain with a
width of 192 km, a horizontal spatial resolution of 3 km, and
doubly periodic lateral boundary conditions. In the 64 vertical
model levels, 12 levels are in the lowest 1 km, and 34 levels
are in the lowest 10 km, with the upper boundary at 26 km.
Each simulation was run for 1000 days to reach a radiative–
convective quasi-equilibrium state, with the last 30 days of the
simulation used to estimate averages. The case at latitude 88N
and soil saturation of 1.0 did not converge, and was eliminated
from subsequent analyses.

Figure 7 compares the theory’s predictions to those from the
cloud-permitting simulations. The theory reproduces Eqs. (3)
(Fig. 7a), (4) (Fig. 7b), and (6) (Fig. 7c) quite well across a broad
range of simulated conditions. Similar results are obtained from
simulations with interactive soil moisture, although they span a
narrower range of EF and RH (not shown).

There is relatively little variation in b between simulations
(Fig. 7d). The estimated mean value is close to b 5 4, justify-
ing the approximation ab ’ 1. Using the mean value of b

across simulations (Fig. 7a, red dots), rather than an interac-
tively varying b (Fig. 7a, black crosses), does not substantially
degrade the theory’s performance.

The three diabatic cooling terms that determine b are
shown in terms of cooling rates (K day21; Fig. 7e) and cooling
flux densities (W m22; Fig. 7f). The total column radiative
cooling flux density (the difference between OLR and net sur-
face longwave radiation) increases significantly with increas-
ing EF (Fig. 7f, blue dots) and is greater than both radiative
and precipitation re-evaporation cooling flux densities below
the LCL (black and red dots, respectively). However, when
converted to cooling rates, the precipitation re-evaporation
cooling rate below the LCL (Fig. 7e, red dots) exceeds the ra-
diative cooling rates of both the total atmospheric column
(blue dots) and the atmosphere below the LCL (black dots).
The reason for this difference is that the pressure thickness
of the total column is greater than that of the atmosphere be-
low the LCL. Thus, the blue dots in Fig. 7f are divided by a
larger number (the pressure thickness of the entire column)
to obtain cooling rates in Fig. 7e, compared to the red dots
(which are divided by the pressure thickness of the atmo-
sphere below the LCL).
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Values of b that are an order of magnitude smaller or larger
would not be internally consistent with our theory, at least for
conditions typical of the modern Earth. The radiative cooling
rate below the LCL [QR(pLCL)] is similar to that of the entire
column [QR(0)] in our simulations (Fig. 7e). SinceQP(pLCL)$ 0
(because no condensational heating occurs below the LCL, by
definition), the first-order approximation QR(pLCL) ’ QR(0)
directly implies that b $ 1, meaning b could not be an order of
magnitude smaller. Over land and outside high latitudes, the
zonally and temporally averaged EF is always nonnegative,
which provides an upper bound on b. Figure 5d shows the upper
bound on b (horizontal axis) for a given RH (vertical axis), calcu-
lated using Eq. (B2). The upper bound on b increases with in-
creasing RH, and diverges to infinity as RH approaches one.
Physically, exceeding this upper bound corresponds to precipita-
tion re-evaporation below the LCL exceeding the net condensa-
tion rate above the LCL, requiring condensation at the land
surface (negative lE) to balance the atmospheric water budget.
If b was an order of magnitude larger (b’ 40), this bound would
require RH’0:9. Such values of RH do not arise anywhere over
land, at least in the zonal and temporal average for the modern
Earth (Fig. 1c), precluding b from being an order of magnitude
larger.

Since the diabatic cooling terms are all partially functions
of RH, it might seem better to write equations for these terms
that make that dependence explicit, and include it in the the-
ory. We did not do this for two reasons. First, the dependence
of precipitation re-evaporation on RH is, at best, semiempiri-
cal. For example, a recently proposed scaling relation linking
precipitation re-evaporation and RH (Lutsko and Cronin
2018) would introduce at least one calibration parameter. Sec-
ond, the near-surface radiative cooling in the cloud-permitting
simulations is likely subject to considerable numerical errors
due to the coarse grid resolution near the surface [see, e.g.,
Fig. 10 of Ha and Mahrt (2003)]. Given these uncertainties, it
seems prudent to avoid overfitting our theory.

4. Explaining the observed range of variability of RH

Using the theory derived in the previous section, we can an-
swer the first set of questions posed in the introduction. Recall
that we refer to “RH” as shorthand for “zonally and tempo-
rally averaged near-surface RH.”

a. Lower bound over land

First, why is RH never extremely low (e.g., 1%) over land?
Outside high latitudes, EF is always nonnegative over land, at
least for zonal and temporal averages. Therefore, all else be-
ing equal, the theory predicts that RH will be lowest when EF
is zero. Figure 5d shows the theory’s predicted RH when EF
is zero, using Eq. (B2). Note that we do not use the simpler
version of the theory [Eq. (5)] for this analysis because it is
least accurate for especially low values of EF. The predicted
lower bound on RH is only weakly sensitive to temperature,
but is more sensitive to b. For the characteristic value of b 5 4
consistent with our cloud-permitting simulations, the predicted
lower bound on RH is ;20%. The lower bound on RH in-
creases further with increasing b. Thus, the theory precludes

extremely low values of RH over land, given typical values of b
and temperature.

What conditions would permit especially low values of RH?
Figure 5d shows that especially low values of b permit especially
low RH. Specifically, the lower bound on RH is zero for b 5 1,
and remains close to it for b / 2. Those conditions do not ap-
pear typical of the modern Earth. We do not observe b # 2 in
any of our cloud-permitting simulations (Fig. 7d), nor in values
inferred from the reanalysis over land (Fig. 4c). But some humil-
ity is warranted. Recall that b is a function of radiative and (pre-
cipitation re)evaporative cooling. Precipitation re-evaporation is
highly parameterized in models. Both precipitation re-evaporation
(Jeevanjee and Zhou 2022) and near-surface radiative cooling (Ha
and Mahrt 2003) are sensitive to model resolution. Observations
of both quantities are limited.

On the other hand, both theory and available observations
suggest that b / 2 is unlikely, at least for conditions typical of
the modern Earth. Any reasonable amount of precipitation
re-evaporation below the LCL will likely increase b above
such a threshold. And, while precipitation re-evaporation is
dependent on model resolution, it tends to increase with in-
creasing resolution [see Fig. 2 of Jeevanjee and Zhou (2022)].
That suggests that, if anything, models typically underestimate
it, and therefore typically underestimate b. Even in the ab-
sence of precipitation re-evaporation below the LCL, there is
still some reason to expect that radiative cooling near the sur-
face will be larger than its column average, which could also
lead to b exceeding the threshold. Pierrehumbert (2010) con-
siders a gray gas atmosphere with a dry adiabatic temperature
profile (his section 4.3.2). His Fig. 4.2 shows that, even in this
idealized case, radiative cooling (corresponding to increasing
net infrared flux with height) is greatest near the surface.
Qualitatively similar results are seen in Figs. 6 and 7 of
Jeevanjee and Fueglistaler (2020), who perform line-by-line
radiative transfer calculations. Observations of radiative cool-
ing rates in the lowest few meters of the atmosphere are rare.
However, one site in the Netherlands shows values on the or-
der of 210 to 220 K day21 during the summer, substantially
stronger (more negative) than those generally obtained from
numerical simulations (Gentine et al. 2018). Also, recent ob-
servations of clear-sky radiative cooling profiles in the tropical
Atlantic show large peaks near the top of the boundary layer,
caused by sharp gradients in humidity (Fildier et al. 2023).
While those observations are taken over ocean, the same
mechanism could conceivably extend to land.

In summary, the theory provides a lower bound on RH that
is a function of b. For typical values of b diagnosed from
cloud-permitting simulations, it predicts a lower bound of
;20%. For b / 2, especially low values of RH are permitted.
However, for various reasons, such conditions appear unlikely
to occur in the current climate. Definitively ruling out the pos-
sibility would require advances in understanding of radiative
cooling and precipitation re-evaporation over land.

b. Lower bound over a saturated surface

A tighter lower bound on RH is possible for a saturated
surface in RCE, such as an ocean. Philip (1987) derived an
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upper bound on the Bowen ratio over a saturated surface that
arises by forbidding supersaturation. This bound is equivalent
to a lower bound on EF:

EF $ EFeq 5
l2q*(Ta)

l2q*(Ta) 1 Ry cpT
2
a

(9)

where EFeq is the evaporative fraction corresponding
to “equilibrium evaporation” (Slatyer and McIlroy 1961;
Priestley and Taylor 1972; McNaughton 1976a,b; Raupach
2001). The physical arguments presented by Philip (1987)
in support of this bound are reviewed in appendix C. In the
ERA5 reanalysis, averaging over land between 408N and
408S gives a value of EFeq 5 0.72. This lower bound on EF
is similar to actual values of EF over saturated land surfa-
ces in climate models (Koster and Mahanama 2012; Milly
and Dunne 2016) and observations (Maes et al. 2019), and
thus appears to provide a relatively tight constraint on the
actual EF over saturated surfaces.

Combining the lower bound for EF with our theory then
implies the following bound for RH over a saturated surface
in RCE:

RH $ exp[2(ab)21(1 2 EFeq)]

5 exp 2(ab)21 Ry cpT
2
a

l2q*(Ta) 1 Ry cpT
2
a

[ ]
: (10)

The lower bound is plotted in Fig. 8 using reanalysis data and
compared with the reanalysis RH over ocean (Fig. 8a) and
land (Fig. 8b). The lower bound is nontrivial: near the equa-
tor, it approaches 60% over ocean, and exceeds 80% over
land. Land is generally not saturated, particularly in the zonal
mean, so the lower bound for a saturated surface often ex-
ceeds the actual RH.

An important caveat, for both the lower bounds over ocean
and land, is that the lower bound only holds to the extent that
Eqs. (1) and (2) are satisfied. Substantial moisture conver-
gence, for example, would be inconsistent with these equa-
tions, and could plausibly play a role in setting a lower bound
on RH, particularly over land. On balance, these equations
appear to reasonably approximate the dominant mechanisms
over land, in which dry soils create a large surface sensible
heat flux. Over ocean, however, the sensible heat flux is much
less pronounced because the surface is always saturated. It is

FIG. 8. RH and predicted lower bound on RH over a saturated surface [Eq. (10)], estimated
over (a) ocean and (b) land. Values of a and b are estimated from the ERA5 reanalysis, as in
Fig. 4. Note that most land is not saturated, meaning the actual RH is often lower than the pre-
dicted lower bound on RH for a saturated surface.
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also not clear that RCE remains a reasonable approximation
away from the equator over ocean. On the other hand, there
is some precedent for similar theories over ocean (Sarachik
1978; Betts and Ridgway 1989; Takahashi 2009). Even ac-
counting for reasonable deviations from RCE, the bound
shows that particularly low values of RH are forbidden over
ocean, at least in the zonal mean.

5. Explaining the W-shaped latitudinal profile of RH

The theory explains why the latitudinal profile of RH is
W-shaped, even though the profiles of specific humidity and
saturation specific humidity are not. We provide two different
explanations: one in terms of precipitation and net radiation,
and the other in terms of soil moisture.

a. Explanation in terms of precipitation and net radiation

We first introduce a simple model linking evaporation to
precipitation (P) and net radiation (Rn). Budyko used dimen-
sional analysis to propose the relation E/P5 f(Rn/P) (Budyko
1974; Budyko et al. 1980). The relation is valid for averages
over sufficiently long time periods, including the steady-state
zonal average of interest here. The function linking the two
quantities (f) must be determined empirically. A common
formulation is E/P 5 [1 1 (Rn/P)

2n]21/n, where n is an empir-
ical parameter that typically varies between 1.5 and 2.6, al-
though with some outliers outside this range (Turc 1954; Pike
1964; Choudhury 1999; Yang et al. 2008; Roderick et al.
2014). We adopt the value n 5 2, consistent with Turc (1954)
and Pike (1964), but the following results are not qualitatively
sensitive to reasonable variations in this parameter. Dividing
both sides by Rn/P yields an expression for the evaporative
fraction based on Budyko’s relation:

EFB 5 [1 1 (P/Rn)2n]21/n: (11)

The Budyko relation for EF is shown in Fig. 9. Combining
Budyko’s implied relation for EF with our theory for RH
yields a simple explanation for the latitudinal profile of RH in
terms of P and Rn. The zonal average profiles of P and Rn

(Fig. 10a) imply a profile of P/Rn (Fig. 10b). This quantity has
the same units as RH and is qualitatively similar, but is quan-
titatively inaccurate as a model of RH. For example, it ex-
ceeds one in the tropics, and is far too low in the subtropics.
As a model of RH, it is also not physically based. Using
Eq. (11), the ratio of precipitation to net radiation is con-
verted to an estimate of evaporative fraction (Fig. 10c). The
zonal average EFB is biased low relative to the actual EF esti-
mated from the reanalysis. Nevertheless, it is qualitatively
consistent, and captures the W-shaped profile that we seek to
explain. Finally, substituting Eq. (11) into Eq. (6) provides an
estimate of RH, in terms of P/Rn (Fig. 9). The estimate is rea-
sonably accurate (Fig. 10d), although less so than the predic-
tion derived when using the actual reanalysis EF.

We can now answer the question posed earlier. The reason
the nonmonotonic W-shaped profile is present in RH is be-
cause it is present in EF, which scales with P/Rn [Eq. (11)].
Our theory quantitatively links zonal mean precipitation to

RH via evaporation from the land surface. In contrast, EF is
not a substantial control on specific humidity or saturation
specific humidity, and thus this pattern is not present in their
zonal mean profiles. While there is certainly some land sur-
face impact on these quantities, the zonal mean specific hu-
midity over land is primarily set by advection of moisture
from the ocean (e.g., van der Ent and Savenije 2013). Zonal
mean saturation specific humidity over land is a function of
air temperature, which is primarily determined by net radia-
tion and poleward heat transport (e.g., North et al. 1981).

Note that precipitation alone is not sufficient to explain the
latitudinal profile of RH. For example, precipitation is much
larger at the equator than anywhere else, whereas RH is not.
This is because the sensitivity of EF to P diminishes with in-
creasing P, based on the Budyko curve. Combining Eqs. (11)
and (6) (Fig. 9) results in a concave down relation between
RH and P/Rn (Fig. 9); since most of the variability in P/Rn

arises from variability in P, this implies a concave down rela-
tion between RH and P. Thus, the sensitivity of RH to P de-
clines with increasing P, all else being equal. Equivalently, the
land surface in the tropics is typically energy-limited rather
than water-limited. This explanation relies on properties of
the land surface and evaporation, rather than exclusively on
atmospheric processes.

b. Explanation in terms of soil moisture

Alternatively, the pattern can be explained in terms of soil
moisture using similar arguments to those in the previous sec-
tion. Soil water storage is a first-order control on evaporation
in many regions (Manabe 1969; Budyko 1974; Eagleson
1978), to the extent that EF is often conceptually modeled as
a simple increasing function of (normalized) soil moisture s
up to some threshold, above which it is constant (e.g., Koster
et al. 2009; Seneviratne et al. 2010; Koster and Mahanama
2012).

FIG. 9. Budyko’s implied relation between EF and P/Rn [Eq. (11),
black solid line], and the implied relation between RH and P/Rn

[obtained from combining Eqs. (11) and (6), red solid line].
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Combined with our theory, this information is sufficient
to answer the question about the RH profile posed earlier.
The parameters of the function linking s and EF typically vary
in space, so we do not make a quantitative comparison.
However, since the zonal mean profile of soil moisture is
W-shaped [Fig. 9c; see also Fig. 2a of McColl et al. (2017)],
and since EF scales with soil moisture, our theory implies
that RH should also follow a W-shaped profile. From this
perspective, the simplest control on RH over land in the cur-
rent climate is soil moisture.

6. Summary and discussion

We have presented a parsimonious theory of RH over land
(where “RH” is shorthand for “zonally and temporally aver-
aged near-surface RH” throughout the article). The theory re-
lates RH to EF by combining two energy budgets: 1) an
energy budget of the atmosphere below the LCL, in which
surface sensible heating balances diabatic cooling (both radia-
tive cooling and latent cooling from the re-evaporation of fall-
ing hydrometeors), and 2) an energy budget of the entire
atmospheric column, in which the sum of surface sensible and

latent heat fluxes are balanced by radiative cooling. The the-
ory answers the questions posed in the introduction:

• For the modern Earth, the diabatic cooling rate (the sum of
radiative and precipitation re-evaporation cooling rates)
below the LCL is typically several times the radiative cool-
ing rate of the entire atmospheric column. Given that, RH
is never especially low over land because EF is nonnegative
over land, at least for zonal and temporal averages outside
high latitudes. RH is never extremely low over ocean be-
cause that would violate a lower bound on EF over satu-
rated surfaces (Philip 1987).

• RH inherits the W-shaped zonal mean profile of soil
moisture because it scales with EF which, in turn, scales
with soil moisture (and P/Rn). In contrast, the W-shaped
profile is not present in specific humidity or saturation
specific humidity because they are primarily determined
by atmospheric mechanisms, and are less tightly con-
strained by land surface mechanisms. In other words,
the theory predicts that the latitudinal profile of RH
should look more like that of water stored in the soil
than in the air.

FIG. 10. Zonal median profiles over land of (a) reanalysis precipitation (P) and surface net radiation (Rn), both in units of W m22;
(b) P/Rn; (c) EF from the reanalysis (black solid line), Budyko’s relation [Eq. (11); black dashed line], and surface (0–7 cm) volumetric
soil moisture from the reanalysis, scaled by a factor of 2, to aid comparison with EF (red solid line); (d) RH from the reanalysis (black
solid line), Budyko’s relation for EF combined with our theory [Eqs. (11) and (6), red solid line], and reanalysis EF combined with our
theory [Eq. (6); red dashed line].
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The theory’s assumptions are most reasonable at large spa-
tial and temporal scales. While we have focused on zonal and
multiyear means in this study, the theory may still be skillful
at finer spatial and temporal scales. Phenomenological theo-
ries that predict EF based on near-surface RH and other
near-surface atmospheric measurements have been empiri-
cally successful at time scales as short as daily (Salvucci and
Gentine 2013; McColl et al. 2019; McColl and Rigden 2020).
The connection between those approaches and the theory pre-
sented here will be investigated in future work. In addition, we
plan to build on previous studies (Byrne and O’Gorman 2016,
2018) to use the theory to better understand how land surface
changes mediate changes in RH in a warming world.
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APPENDIX A

Derivation of Conceptual Model

We start with a diurnally averaged, horizontally homoge-
neous boundary layer over land. Neglecting viscous terms
(which are typically small), and assuming zero mean verti-
cal flow (consistent with RCE), the enthalpy budget of the
boundary layer is

­u

­t
52rg

­w′u′

­p
1

g
cp

­FR

­p
1

g
cp

­FP

­p
, (A1)

where u is potential temperature, w′u′ is vertical turbulent
sensible heat flux, FR is the net radiative heat flux, and Fp

is the flux of energy due to precipitation re-evaporation.
For more details, see, for example, section 2.2.4 of Garratt
(1994). Averaging this equation in time, and also averaging
vertically between the surface and LCL gives
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:

The turbulent flux at the LCL rcpw
′u′ |p5pLCL

is zero if the
boundary layer height lies below the LCL height. If the
boundary layer height coincides with the LCL height, then
the turbulent flux at the LCL height can be nonzero. How-
ever, Driedonks (1982) showed that a large majority of the
energy entrained into the boundary layer by this flux is used
to grow the boundary layer, rather than warm it; thus, it is
reasonable to approximate it as zero in the energy budget in
this case, too, resulting in Eq. (1).

APPENDIX B

Derivation of Eq. (4) from Eq. (3)

Combining Eqs. (22a)–(22f) of Romps (2017) with Eq. (3)
gives

EF 5 1 2 b 1 2
c

W21[RH1/ac exp(c)]
{ }cpa /Ra

( )
, (B1)

where W21(?) is the negative branch of the Lambert-W
function (Corless et al. 1996),

a 5
cpa
Ra

1
cy l 2 cpy

Ry

,

b 52
E0y 2 (cy y 2 cy l)Ttrip

RyTa

’2
E0y 2 (cy y 2 cy l)Ttrip

RyT0
,

c 5 b/a,

and all other terms are constants defined in Table 1. We have
made two approximations to the original equations presented
in Romps (2017). First, the specific gas constant of moist air
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(Rm) and the specific heat capacity of moist air at constant
pressure (cpm) are replaced with their dry air equivalents (Ra

and cpa, respectively). Second, in the expression for b, we re-
place the near-surface air temperature in the denominator
with a constant reference temperature (T0). Errors induced by
these approximations are small compared with other approxi-
mations made in the derivation.

Rearranging to solve for RH yields

RH 5 1 2
1 2 EF

b

( )2Ra/cpa
exp c 1 2

1 2 EF
b

( )2Ra/cpa
2 c

[ ]{ }a
:

(B2)

These equations can be further simplified by linearizing
around a reference state. While we could simply linearize
Eq. (B1) around RH 5 1, the function is nonlinear (Fig. 5),
and the resulting linear approximation becomes quite inac-
curate for lower RH. However, the relation between EF
and log(RH) appears quasi-linear (not shown). Thus, if we
instead define x 5 log(RH), substitute it into Eq. (B1) and
linearize around x 5 0, the resulting approximation is
quantitatively more accurate. Specifically, we obtain

EF 5 1 2 b 1 2
c

W21{[exp(x)]1/ac exp(c)}
( )cpa /Ra

[ ]
; f (x)

’ f (0) 1 f ′(0)x

5 1 2 b 1 2
c

W21[c exp(c)]
{ }cpa /Ra

( )

2

bcpa
c

W21[c exp(c)]
{ }cpa /Ra

aRa{1 1 W21[c exp(c)]}
x

where we have used the relation W′
21(x)5W21(x)/{x[11

W21(x)]}. Finally, applying the identity W21[cexp(c)] 5 c results
in Eq. (4), where a is defined as

a ;
cpa
aRa

21
1 1 c

( )
: (B3)

APPENDIX C

Philip’s Bound on the Evaporative Fraction over a
Saturated Surface

In this appendix, we review the derivation of the lower
bound on the evaporative fraction over a saturated surface
proposed in Philip (1987). The sensible and latent heat
fluxes from the surface are

H 52rcpK
­T
­z

∣∣∣∣
z50

, (C1)

lE 52rlK
­q
­z

∣∣∣∣
z50

, (C2)

where K is a turbulent diffusivity, and can be taken as equal for
both sensible and latent heat fluxes. The Bowen ratio is thus

H
lE

5
cp

l
­q
­T

∣∣∣∣
T5Ts

, (C3)

where Ts 5 T(0). For a saturated surface, the specific humid-
ity at the surface is equal to the saturation specific humidity.
Thus, at some point z sufficiently close to the surface, we
have

q(z) 5 q*(Ts) 1
­q
­T

∣∣∣∣
T5Ts

­T
­z

∣∣∣∣
z50

z, (C4)

q*(z) 5 q*(Ts) 1
­q*

­T

∣∣∣∣
T5Ts

­T
­z

∣∣∣∣
z50

z: (C5)

Supersaturation is forbidden, which requires that q(z)# q*(z)
for any z and thus

­q
­T

∣∣∣∣
T5Ts

­T
­z

∣∣∣∣
z50

#
­q*

­T

∣∣∣∣
T5Ts

­T
­z

∣∣∣∣
z50

: (C6)

Assuming H . 0 and thus ­T/­z|z50 , 0, as is common over
land, implies that

­q
­T

∣∣∣∣
T5Ts

$
­q*

­T

∣∣∣∣
T5Ts

: (C7)

While H is not always positive, particularly at night over
land, it is consistently positive in the zonal mean in the re-
analysis over land and ocean, justifying this assumption.
Substituting this relation into Eq. (C3), and using the iden-
tity EF 5 (1 1 H/lE)21 yields the inequality

EF $

l

cp

­q*

­T

∣∣∣∣
T5Ts

l

cp

­q*

­T

∣∣∣∣
T5Ts

1 1
: (C8)

Combining this with the Clausius-Clapeyron relation
­q*

­T
5

lq*

RyT
2 , (C9)

and the fact that near-surface air temperature Ta must be
less than Ts due to the negative temperature gradient, re-
sults in Eq. (9).
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